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Abstract: Considerable investments have been made in Europe and worldwide for developing research data 
infrastructures. Instead of a general lack of data about data, it has become apparent that a pivotal factor that drastically 
constrains data use is the absence of contextual knowledge about how data was created and how it has been curated 
and used. This applies especially to many branches of social science and humanities research, where data is highly 
heterogeneous, both by its kind (e.g. being qualitative, quantitative, naturalistic, purposefully created) and origins 
(e.g. being historical/contemporary, from different contexts and geographical places). The problem is that there may be 
enough metadata (data about data) but there is too little paradata (data on the processes of its creation, curation and 
use). The aim of this position paper is to draw attention 1) to the need for a better and more systematic understanding 
and documentation of the contexts of creation, curation and use of research data to make it useful and usable for 
researchers and other potential users in the future, and 2) to specific obstacles that make the capturing of this particular 
type of metadata, known as paradata, especially difficult. Failing to understand what information about the creation, 
curation and use of research data is needed and how to capture enough of that information risks that the currently 
collected vast amounts of research data become useless in the future.
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1  Introduction
Considerable efforts and resources have been invested worldwide to develop and establish information and archival 
infrastructures for managing and making research data available across disciplines. A growing corpus of literature 
(see e.g. Drude et al., 2016; Gerth et al., 2017) has begun to provide evidence of the value of existing research data 
infrastructures (e.g. European Strategy Forum on Research Infrastructures, 2011; Moulin et al., 2011; Borgman, 2015a; 
Borgman et al., 2016) in enabling such, both data-intensive large-scale and qualitative small-scale, research and 
outreach that has never been possible before (e.g. Benardou et al., 2018; Aloia et al., 2017). In parallel, the potential of 
data- and collections-based research resting on the utilisation of digital collections of data is becoming increasingly 
evident (Drude et al., 2016; Gerth et al., 2017). At the same time, however, it has become apparent that there are critical 
obstacles relating to the description of data and collections that hinder the present infrastructures from properly 
supporting the use and re-use of information they hold. 

Long before the current surge of attention to the complications of data reuse, already from the 1970s onwards, 
archaeologists have been debating an emerging ’curation crisis’ (Flexner, 2016; Kersel, 2015; Voss, 2012; Marquardt 
et al., 1982). As the critics have warned (e.g. Bauer-Clapp & Kirakosian, 2017; Flexner, 2016; Olivier, 2015; Kintigh & 
Altschul, 2010; Fagan, 1995), the massive number and ongoing exponential increase of poorly documented and difficult 
to access data collections are undermining the legitimacy and rationale of the whole discipline and its existence (Voss, 
2012). Even if the critique of the archaeological curation crisis refers to general lack of documentation and publishing 
of collections (Voss, 2012; Friberg & Huvila, 2019), a closer look at its underpinnings has made apparent that a central 
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issue, which makes analysing archaeological excavation documentation created by someone who has not excavated at 
a specific archaeological site a very „difficult endeavour“ (Demoule, 2011) is not the lack of information about the data, 
but that the late-comer has not excavated there i.e. does not have enough contextual knowledge to interpret it properly 
(Voss, 2012; Faniel et al., 2013). While cross-disciplinarity makes archaeology a useful context to explore the problems 
associated with the lack of knowledge on creation, curation and use of research data, the difficulty of using others’ 
research materials and data is not unique to archaeology but has been observed across disciplines and pertains to all 
research working – in some meaning – with data (see e.g. Leonelli & Tempini, 2020; Borgman, 2012). In this respect, 
codicology (Clemens & Graham, 2007) and diplomatics (i.e. the study of ancient documents) have been pioneers both 
in acknowledging the need for meticulous documentation of research materials and their provenance and developing 
systematic methods for such work – that have not lost their relevance in the digital era (Duranti, 1998). A critical insight 
emerging from acknowledging the significance of tracing the history of a particular piece of information is that in 
addition to the meticulous description of contents, technical characteristics and ownership, authorship, rights and 
sources of data implemented in the current metadata schemes (cf. Huggett, 2016), a key to ensuring the usability and 
usefulness of data underlined in the immediate past and on-going research (e.g. Drude et al., 2016; Geser & Selhofer, 
2015; Geser & Niccolucci, 2016; Krauwer et al., 2017) is proper documentation of the processes and practices of its 
creation. Further, as curators have sometimes reminded (Voss, 2012), it is equally important to have access to its history 
of curation and use, i.e. where, how and on what premises it was created, and how it has been managed, used and 
’remixed’ with other data.

Even if a meticulous review of the literature reveals a plethora of remarks that point to the importance of 
comprehensive information on the creation, curation and use of research data for its future usefulness and usability, 
it is striking how poorly the issue is understood. Moreover, much of the earlier work has focused on documenting and 
communicating historical contexts of data and data-related processes even if it would be equally crucial to understand 
and describe also contemporary and desired future practices and processes. Prompted by the breadth of the problem 
of the lacking of such information and its implications to research across disciplines, the aim of this paper is to draw 
attention by reviewing earlier literature to following questions: 

	– firstly, a systematic understanding of the processes and practices of creating, curating and using research data 
are crucial across different research disciplines in making the data useful and usable for researchers and other 
potential users who themselves have not participated earlier in working with the data; 

	– secondly, obtaining, preserving and passing on such an understanding requires that a certain amount of information 
– or paradata – on its creation, curation and use is available for the future users of the data; 

	– thirdly, a much better understanding of what information can function as paradata and where it can be found is 
crucial to the effort, and 

	– fourthly and finally, there are several different methods researchers and data curators can use to obtain useful 
paradata and make existing information useful as paradata. 

So far paradata has been discussed to some extent in a limited number of fields, including survey research (Edwards 
et al., 2017) and cultural heritage visualisation (Bentkowska-Kafel et al., 2012) and to varying degrees by referring to 
such related and partly overlapping concepts as provenance, context information and metadata but its implications 
to the usability of research data at large have remained largely unexplored. Similarly, there is an apparent lack of 
comprehensive understanding of the phenomenon of paradata as a whole and what exactly is problematic about it. 
Many of the examples used to illustrate the argument in this article are drawn from archaeology, a distinctly cross-
disciplinary and thus helpful domain to highlight the issues and opportunities relating to paradata and paradata work. 
In spite of this partial focus on one domain, the discussion meanders across a much wider range of disciplinary contexts 
as does its relevance that is by no means specific to archaeological data practices. 

The structure of this article is as follows. First, we start by exploring the general question of the general importance 
of contextual information about data, where the issue has been debated and what arguments have been put forward 
to substantiate it. After setting the stage, the discussion proceeds to explore the notion of paradata as a particular 
perspective to contextual information about processes. Next, the article reviews major issues relating to the management 
and use of paradata, specifically the relatively unproblematic question of how to represent paradata and the more 
tricky questions of what qualifies as paradata and where it can be found. After having outlined key challenges, the 
discussion turns to interrogating how they could be addressed. The focus is particularly on what underpins useful 
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paradata and what could eventually help to make paradata useful. Finally, the article turns to outline the practical 
and theoretical implications and consequences of having better paradata and to conclude by suggesting how future 
research can contribute to improving documentation of data creation, curation and use processes.

2  Importance of contextual information
In contrast to the specific significance of knowing about creation, curating and using data, the general importance 
of contextual information about research data and its importance for successful sharing and reusing of research data 
has been highlighted in the literature across disciplines from information science and research data management (e.g. 
Faniel et al., 2019; Mostafa, 2018; Wilkinson et al., 2016; Borgman, 2012) to computer-supported cooperative work (e.g. 
Karasti et al., 2006), different branches of sciences (Kim & Yoon, 2017) including zoology and quantitative social sciences 
(Faniel & Yakel, 2017), survey research (Edwards et al., 2017), cultural heritage studies (e.g. Bentkowska-Kafel et al., 
2012; Kowal et al., 2017; Kolenda & Markiewicz, 2017; Ball, 2011; Niccolucci, 2010) heritage management (e.g. Foster 
& Rafferty, 2016; Münster et al., 2016; Krauwer et al., 2017; Harrison et al., 2017), and science studies (e.g. Bauman & 
Raud, 2015). Calls for adequate contextual information have been made in evidence-based studies of research practices 
(Borgman, 2012; Faniel et al., 2013; Kim & Yoon, 2017) and theoretical and normative literature (e.g. Niven & Richards, 
2017; Huggett, 2016; Lake, 2012; Morgan & Eve, 2012) alike. Its significance is acknowledged also in the recent standards 
and guidelines, including the FAIR principles for scientific data management and stewardship (Wilkinson et al., 2016). 
At the same time, much of the work so far has remained domain-specific (e.g. Bentkowska-Kafel et al., 2012; Edwards et 
al., 2017), focused on either highly generic or very specific, not seldom curatorial (as e.g. in Lee, 2011; Beaudoin, 2012) 
rather reusers’, needs (Faniel et al., 2019), and lacked detail how to tackle with the issue in practice. 

Unsurprisingly, the importance of contextual information has been underlined especially in data infrastructures 
and (re)use-oriented research (e.g. Tempini, 2017; Faniel & Yakel, 2017) in such data-intensive fields as, for instance, 
corpus linguistics (e.g. Pančur et al., 2018), large-scale survey research, astronomy and genomics (Borgman, 2015b). 
Reuse-oriented research has often been struggling to find and get access to and make data usable (e.g. Löwenborg, 2014; 
Cooper & Green, 2015; Doran et al., 2019) that raises legitimate concerns of the present, often limited consideration 
of the usefulness, limits and contextuality of the currently available and (re)used research data (e.g. Bevan, 2015). 
Outside of the fields with a long tradition of reusing data—for example, the above-mentioned corpus linguistics, large-
scale survey research, astronomy and genomics—data reuse is not, however, as widespread as it might be imagined. 
Many researchers are much less concerned about reuse than collecting and working with new data (Voss, 2012; 
Borgman, 2015b). The prominence of fieldwork in archaeology (Voss, 2012) and the typical focus of the state-of-the-art 
methodological innovations on the “interpretation at the trowel’s edge” in the field rather than working with legacy 
collections (Hodder, 2003; Voss, 2012; Dell’Unto et al., 2017) is exemplary of this general tendency, which is not specific 
to that particular discipline. 

While certain contextual information is necessary for using all types of research materials, old and new, in all 
contexts, in tight disciplinary communities much of such knowledge is readily available and already known by all 
of its members (Fry, 2006; Prainsack et al., 2014). Meticulous documentation and communication of contextual 
information are exceedingly critical when (re)users come from diverse disciplinary backgrounds and lack a shared 
tacit understanding of the priorities and usual practices of obtaining and processing data (Doran et al., 2019). This is 
typical to cross-disciplinary research topics (incl. geographical information science, data science, and natural sciences 
oriented work in humanities and social sciences, see Kristiansen 2014; Cooper & Green 2015; Bevan 2015; McCoy 2017) 
and fields like digital humanities (Poole & Garwood, 2018) and heritage research, and the exceedingly multidisciplinary 
research, for instance, in historical and linguistic studies and social sciences (Drude et al., 2016). 

The fundamental rationale of documenting not only observations but also data collection and manipulation 
procedures stems from the fact that similarly to the creation and use, also curation (Buchanan, 2016; Voss, 2012), 
archiving, and data and collections management (Kelleher, 2017; Newman, 2012; Schwartz & Cook, 2002) are non-
neutral, generative activities with an impact on data and consequently, on how it can and should be interpreted. In 
this respect, it is difficult to overemphasise how the contexts of creation, curation and use are not only nice-to-know 
background information about data but a key to understanding the material itself and its implications to inferences 
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made when it is used. Independent of discipline, the reasons why contextual information is needed, tend to be similar 
(see e.g. Faniel & Yakel, 2017; Yoon, 2016; Birnholtz & Bietz, 2003). Without documentation of how data was captured 
or created, in what types of conditions, what tools were used, who did what and when, what qualifications and 
experience the individuals had, and for instance, who made decisions and on what premises it is impossible to know 
the extents of the data, what was left out and why, and in general, how well the data suits for addressing other types of 
research questions than the original ones, and what needs to be taken into account when using it. The lack of adequate 
contextual documentation of processes relating to data creation, curation and use – or as Leonelli and colleagues 
(Leonelli & Tempini, 2020) refer to it, data journey – is a major impediment of open science (Lake, 2012), effective 
data reuse (e.g. Faniel et al., 2013), and keeping, as Conkey and Gero (1997) put it, human-agency visible in knowledge 
creation processes. The importance of obtaining and having a proper understanding of the data in context is also of 
relevance for the quality of research as the proponents of mindfully collected ’slow data’ (for the concept, see Kansa, 
2016) and ’slow’ research (for the concept, see Adams et al., 2014) indirectly underline by emphasising qualitative value 
over efficiency in measuring outcomes and implications of scientific and scholarly work. 

Considering how widely the lack of adequate contextual information has been commented at least in bypassing 
as a problem, it is conspicuous how slippery concept ’context’ is and how difficult it can be to capture. It is easy to list 
names, places, tools and moments in time whereas really keeping and making ‘human-agency visible’, to borrow the 
concept of (Conkey & Gero, 1997), has proven to be much harder. In the following, as we will see, the problem starts with 
establishing how to conceptualise human agency in terms that make it documentable.

3  What is paradata?
A natural follow-up to the question of whether and why the documentation of contextual information in general and 
data creation, curation and use, in particular, is important, is what exactly needs to be documented. It is tempting to 
suggest that the conceptual unclarity surrounding the different concepts referring to various aspects of the context 
of data and of data creation, curation and use is symptomatic of the issues pertaining to this question. Apart from 
paradata (data that describes processes, Couper, 2000, cf. metadata that describes data, Pomerantz, 2015), also the 
terms context and context information (e.g. Faniel et al., 2013, 2019) and provenance and provenance metadata (e.g. Doerr 
et al., 2016; Huggett, 2012 cf. the earlier popular notion provenience i.e. the origins/birthplace of an object, Buchanan, 
2016) have been used in relation to information about the origins, context and processes related to the earlier life of 
data – each term and proposer with slightly different emphases, premises and objectives underpinning their work. In 
addition, such concepts as metadata, data documentation or contextual information are sometimes either implicitly 
or explicitly used in a generic but in practice often either rather broad (e.g. the definition of Brocks et al., 2009) and 
unspecific, or in a fairly narrow meaning to refer to everything or to only a small subset of all possible information that 
pertains to the ’context’ of data. To exemplify the contrasts, Faniel and colleagues (2019) write of context information 
literally consisting of in practice all context-related information whereas, for instance, Beaudoin (2012) focuses on 
information relevant for digital preservation. Figure 1 outlines a diagrammatic illustration of schematic broad and 
narrow perspectives together with an alternative middle-range perspective proposed and discussed later in this section.

The parallel conceptual vagueness and over-specificity pertains also to the concept of paradata. The term paradata, 
which refers in a generic sense to process information, has been used in several parallel contexts, however, quite clearly 
without reaching a well-articulated definition. There is a considerable body of literature on the uses and usefulness 
of paradata in survey research (Kreuter, 2013; Kreuter & Casas-Cordero, 2010), education (e.g. Milligan et al., 2014), 
heritage visualisation (e.g. Bentkowska-Kafel et al., 2012) and recently, information science (e.g. Börjesson et al., 2020). 
Originally, Couper (1998) introduced the concept in the survey research field to denote automatically generated process 
data of human-system interactions, for example, sequences of keystrokes and other interactions and their timings, 
but later on, the term has been used to refer to a broader variety of processual meta-level information on processes 
(Nicolaas, 2011). Further definitions of paradata have been proposed e.g. paradata as “information about how users 
have interacted with artefacts and sometimes also the purpose, task at hand and other contextual information” 
(Drachsler et al., 2012) but even they tend to fall within the broad understanding of paradata as data about processes. In 
survey research, the concept has been found useful in evaluating data quality (Kreuter, 2013), response times (Couper 
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& Kreuter, 2013), non-response adjustment (Olson, 2013), and for instance, understanding what respondents do while 
filling in web questionnaires (Stieger & Reips, 2010). Paradata has also been used for research in data collection 
practices (Laflamme, 2009; Elliot et al., 2015) and for helping to understand and plan data acquiring procedures in 
interview research (Durrant et al., 2011). 

Outside of survey research, the concept of paradata has gained traction, especially in the context of computer-based 
visualisation of cultural heritage. A key document in heritage visualisation paradata is the so-called London Charter, 
which advocates for the need to document interpretative decisions made in the course of 3D visualisation. Even if the 
London Charter assumes a narrower definition of the term as information about human processes of understanding and 
interpretation of data objects (The London Charter Organisation, 2009), in practice, having this information means that 
it is necessary to capture paradata in a much broader sense (as for Couper, 2000, or that Huggett 2012 calls provenance) 
as a premise of these fairly advanced insights. 

Even if the diversity of views of what paradata is suggesting the complexity of what it potentially entails in different 
fields, the proliferation of contexts where it has been debated, largely independently of each other, points to the gravity 
of the need and utility of process data. Similarly, earlier studies show (e.g. Goodwin et al., 2017; Anderson & Larson, 
2013) that collecting and investigating different forms of data from automatically collected technical data to hand-
written marginalia can convey a lot of invaluable information on research processes. Still, as a whole, we are far from a 
concerted understanding of what all paradata in practice might entail and how it relates to parallel concepts and forms 
of descriptive data. While it is possible to argue for the usefulness of many of the related concepts such as provenance 
or contextual metadata, a potential advantage of referring to paradata as documentation of the matters of data creation, 
curation and use is its focus on processes and doings rather than on contextual and historical information in a more 
general sense. Instead of only looking back, the notion of paradata collects together information that describes 
historical and ongoing contemporary processes relating to data with planned, anticipated and desired future processes 
that could be applied to it. 

What is suggested here is that similarly to other forms of meta and para information (including metadata and 
paratext), paradata is a form of data with relation to other data. This means essentially assuming a middle-range 
perspective (Fig. 1) to contextual information. In contrast to provenance data as data about data provenance, metadata 
as (usually any type of descriptive) data about data, paradata is data that can help to elucidate past, ongoing and 
potential processes relating to data. For example, of the categories of context information identified by Faniel et al. 
(2019), several contain information that is directly characterisable as paradata. These include, for example, data 
collection, provenance, curation and digitisation information. At the same time, many others are in most cases probably 
better described as metadata—even those with (in)direct evidential value of, for instance, actors and activities and that 
can be used as or turned to paradata. Such information could be, for example, data-related locations, identifiers, time 
periods and access restrictions. As a subset of all contextual information, a complete utopian set of paradata would 
make it possible to reconstruct and follow all doings and decisions related to a particular data in minute detail. Whether 
a particular piece of information can function as paradata depends on perspective like the data’ness of things. Like 
the data that is metadata for someone can be data for someone else, also someone’s paradata can be assumed to be 

Figure 1: Broad, narrow and middle-range perspectives to contextual information.
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data or metadata for others. One specific piece of data can function, for instance, as metadata and paradata but it does 
not mean that all data would necessarily do that. In this sense, paradata is fundamentally an analytical rather than 
substantial concept and depends on how certain kinds of things or types of information can be informative in particular 
situations, tasks and domains and for specific individuals and groups. 

4  Problems and non-problems of working with paradata
Even if it is obvious that increasing awareness of the importance of the availability of paradata and documentation of 
processes and contexts is of critical importance, the mere recognition of the problem is obviously not enough to solve it. 
The past and ongoing work with direct relevance to the documentation of the intellectual processes (e.g. in the context 
of archaeology and cultural heritage, in projects such as PARTHENOS, ARIADNE and CARARE) – instead of tracing 
mere transformations and movement of data – has focused so far to a large extent on scoping the conceptual apparatus 
(e.g. Bentkowska-Kafel et al., 2012; Huggett, 2012), and on implementing standards for technical representation of the 
information (e.g. Bruseker et al., 2017b, 2017a; Doerr et al., 2016; D’Andrea & Fernie, 2013) instead of explicating in 
depth what to document and how to capture it. As a consequence, the understanding of the variety of documentation 
has remained rather rudimentary (Gant & Reilly, 2017). Further, the interest in the matter has tended to limit to solving 
confined sets of questions within particular disciplines. In archaeology, much of the past and on-going focus has been 
directed to the documentation of archaeological 3D data (e.g. Bentkowska-Kafel et al., 2012; D’Andrea & Fernie, 2013; 
Greengrass, 2008; Kolenda & Markiewicz, 2017; Niccolucci et al., 2013), in social science to survey research (Edwards et 
al., 2017) and in the information field, there is a considerable corpus of research on automatic tracing of the provenance 
of digital datasets (e.g. Missier, 2016; Curcin, 2016; De Oliveira et al., 2015; da Cruz et al., 2011; Davidson & Freire, 2008). 
At the same time, it is evident that the benefits of comprehensive documentation of data creation, curation and use 
processes are not limited only to these specific disciplines or types of research data.

Regarding paradata, after briefly touching upon the conceptual issue of framing what it entails in the current 
section, in the following, this text proceeds to discuss the issues of how to represent it, what should be captured and 
documented, and where this information could be available. Of these questions, especially the critical understanding 
of how to capture the qualitative context and processes of data creation and use (including what actions were taken, 
why and according to what premises and when data was created or modified) and what specifically needs to be captured 
about the context in order to facilitate data sharing and reuse is still in its infancy. 

5  Representation as a relative non-problem
The first question relating to work with paradata, and at least for data curators the most obvious one, is how to represent 
it. Considering that much of data documentation-related work has focused on developing systems and schemes for 
representing various forms of data, the primary problem with paradata might not be the lack of means to represent it as 
Huggett (2012) remarks, or how to manage it (cf. Niven & Richards, 2017). This does not mean, of course, that it would 
not be necessary to investigate further and determine what approaches function best (e.g. Huvila, 2016, 2011; Vatanen, 
2004) and when and how such data could and should be managed in practice (Bentkowska-Kafel et al., 2012). 

As a whole, the available general-purpose ontologies such as the CIDOC-CRM in the cultural heritage domain and 
comparable schemes in other fields often have the potential to accommodate for formal representation of paradata. 
Moreover, their functionality can be easily expanded using extensions like the CRMDig extension for representing 
“steps and methods of production (’provenance’) of digitization products and synthetic digital representations” (Doerr 
et al., 2016), or 3D object-specific CARARE 2.0 model (D’Andrea & Fernie, 2013) demonstrate. Similarly, for representing 
contextual information, there are already several conceptual schemes developed for representing structured 
descriptions of specific aspects related to the origins and movement of data (for a partial survey, see Romary et al., 
2017). Examples of such schemes in the humanities are the provenance information in the OASIS model and CEDARS 
metadata standard (Day, 2002), the earlier mentioned CRMDig extension of the CIDOC-CRM (Doerr et al., 2016; Doerr 
& Theodoridou, 2011) for documenting (especially the technical/physical) aspects of the production of digitisation 
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products and synthetic digital representations. Also, the CRMsci (Doerr et al., 2014b) extension on data about scientific 
observation, measurements and processed data, and CRMinf (Stead & Doerr, 2015) for argumentation and inference 
making provide means to represent processes. The datatype-specific STARC metadata model for documenting 3D 
digital media files (Ronzino et al., 2012), the Music (MEI) and Text (TEI) Encoding Initiatives (Wilson, 2020), and the 
CARARE 2.0 model for documenting 3D cultural heritage data (D’Andrea & Fernie, 2013) do also incorporate fields for 
documenting such information similarly to the generic PROV and PREMIS metadata standards for digital preservation 
(Li & Sugimoto, 2014) and such discipline-specific frameworks as the UK MIDAS heritage data standard (English 
Heritage, 2012) with elements for describing actors (e.g. persons) and their involvement (e.g. as a surveyor or excavator) 
in heritage documentation work, and the Extended Matrix and Extended Matrix Framework for formal documentation 
of scientific processes underpinning archaeological virtual reconstructions (Demetrescu & Fanini, 2017). In addition 
to general standards and models, multiple technical (e.g. Doerr et al., 2014a for the management of 3D models) and 
institutional frameworks (e.g. the CARARE model links to Europeana) and tools (e.g. in the context of 3D-COFORM 
project, Niccolucci, 2010; EM/EMF, Demetrescu & Fanini, 2017) incorporate features that are relevant for managing 
and maintaining paradata related information. Also, the recent and ongoing data policy work that emphasises the 
implementation of adequate measures for representing, documentation and management of information on different 
aspects of data necessary for enabling its reuse, aligns (Hollander et al., 2017) with the requirements of administering 
paradata. 

Finally, on a micro-level, the possibility to accommodate for local and domain-specific vocabularies and attribute 
data implemented in current data format specifications (e.g. national standards like SIKB0102: Boasson & Visser, 2017 
and CSGDM: Metadata Ad Hoc Working Group, 1998; internal formats of individual software packages like in Intrasis, 
Rosén et al., 2017) opens up for using them in storing paradata. Also, such conventional techniques such as static 
relational schemes developed for specific needs (e.g. Mi & Pollock, 2017), and unstructured free-text fields (e.g. as in 
Battini & Sorge, 2017) can be adequate in some cases (e.g. especially for human readers, Huggett, 2016) even if they have 
apparent shortcomings regarding, respectively, their flexibility and the consistency of descriptions. Lastly, to the long 
list of potential means to represent paradata could be added also the formal techniques for modelling, representing 
and sharing stepwise descriptions of specific scientific tasks (e.g. MyExperiment <http://www.myexperiment.org/>; 
VisTrails, <http://www.vistrails.org/>; Ludaescher et al., 2013; Davidson & Freire, 2008). 

An evident conclusion of such close to a daunting list of examples of potential means to represent paradata and 
paradata-like data is that it appears as a relative non-problem. The proliferation of standards and schemes does not 
necessarily mean that they help to document all necessary aspects of data creation, curation and use, or that the 
standards would be easy enough to use. In parallel, the abundance of standards raise questions of the contextuality of 
descriptions and how much an individual researcher or curator needs to know about specifics of data creation, curation 
and use processes and their context to create and understand descriptions, what and how to describe. Still, it seems 
plausible to suggest that the most critical issues in solving the problem of documenting data creation, curation and use 
processes lie at least partially somewhere else.

6  The problem of capturing what
In contrast to the relative proliferation of at least potential formats and means to represent it (Huggett, 2016), the 
question of what (and on what premises) specific types of information (i.e., content) can be useful as paradata for those 
who share and reuse data has remained more of a conundrum. There are several reasons that make identifying and 
preserving relevant paradata difficult. Many of these issues can be traced back to the discipline-specific characteristics of 
information processes and scholarly information (Huvila, 2019) that complicate their documentation and management. 
A prominent obstacle is the heterogeneity of data collection and documentation processes in many fields. Even if the 
major steps undertaken during a research study would follow a fairly linear pattern (Hawthorne, 2021), studies of 
scientific and scholarly documentation and work practices provide plenty of evidence of the underlying variety and 
messiness of how the work proceeds even in cases where standardisation has been championed as a major priority 
(e.g. Bowker, 1994; Law & Lynch, 1988). The uniformity of practices does obviously vary from one case and context to 
another. For example in archaeology, documentation processes tend to be more uniform in commercial development-
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led archaeology than in academic archaeological research (Wallrodt, 2016). Similarly, quantitative survey research is 
perhaps on average more standardised than qualitative observational studies. Partly, even if some work has been done 
to develop means to document scholarly processes (e.g. Antonijevic & Cahoy, 2018; Chiquet, 2020), social science and 
humanities disciplines generally lack equivalent to scientific workflows (Davidson & Freire, 2008) applied in many 
laboratory sciences that could be used directly as a basis for developing a framework for systematic capturing of 
paradata. The problem is, however, deeper than developing and implementing a workflow system. Even if workflows 
and procedural standardisation could work in research that stems from an episteme that is compatible with such forms 
of regulation, the practical conditions of research in many fields, prevailing epistemic paradigms and their diversity 
effectively deny the possibility to force all research to be conducted according to a small set of rigorously standardised 
workflows. 

A related practical problem to the variety and complexity of data creation, curation and use practices is that of the 
granularity and limits of what can be documented. For data creators, it is impossible to document everything and for 
both data creators and users, it is very difficult to anticipate what prospective users really need to know in the future. 
There is also a large variation in what researchers consider important to document even within small and tight groups 
(e.g. Akmon et al., 2011). For example, interview researchers seldom describe in detail the interview situation beyond 
what was said aloud even if it is not unthinkable that a future researcher might need to know details about the physical 
setting of interviews and for example, how the interviewer acted physically in the situation to understand interviewees’ 
reactions and comments. Yet requiring complete documentation is naive. A field researcher can impossibly document 
every step taken and all the conscious and unconscious decisions made when collecting data. It is both it is fair to 
accept that similarly to all data on data (Mayernik & Acker, 2018), also paradata is bound to be incomplete.

7  Where in the world is paradata? Or the problem of how and where
Similarly to the question of what should be documented and preserved as paradata, the issue of how to do it and where 
to find that data has remained far more open than the question of means to represent it. Considering the diversity of 
conceivable traces with a capability to inform about processes and doings, paradata is unquestionably a compound 
of evidence that needs to be gathered from multiple sources. In rough terms, the parallel sources and approaches 
to acquire paradata can be divided into three major categories on the basis of where and how it is acquired (Fig. 2). 
Further, as the paradata’ness of a specific piece of information depends on whether it can function as paradata in 
a specific situation rather than that a specific type of information would be paradata by its nature, the potentially 
relevant means to find and extract it are obviously largely the same than with all others forms of descriptive data and 
information, including metadata.

First, a lot of paradata and proto-paradata is already captured or could be captured (1) automatically by existing 
tools used by researchers, data curators and other data users and producers (see e.g. Kreuter, 2013). Digital cameras 
collect EXIF (meta)data, including focal length, shutter speed, exposure compensation, metering pattern, and date/
time when a photograph was taken (Huggett, 2012) that—if put together—provides indicative evidence of photographing 
processes. In field research, standalone and integrated GPS devices can be used to collect x, y and z coordinates 
and the date/time when particular data points were collected. All of this type of automatically collectable data can 
be informative of decisions and the sequence of actions taken. Many computer applications preserve data on how 
and when data was manipulated and they can also provide aggregate information on data. With an appropriate set 
of tools, the manipulation and ingestion of this data can be (semi-)automatised and built-in technical infrastructures 
(e.g. Felicetti & Lorenzini, 2011). Further, for example, techniques used for automatic capturing of data provenance 
(Stamatogiannakis et al., 2015) can undoubtedly be applied in capturing ’forensic’ evidence to inform of the processes 
of data creation, curation and use also beyond its mere provenance.

Second, data contains a lot of paradata that can be generated post hoc using different (2) ’forensic’ approaches. For 
instance, photographic documentation of study objects in field sciences show often traces of researchers’ actions, tools, 
weather and lighting conditions and more (e.g. Gant & Reilly, 2017). Similarly, diagrams reveal occasionally details of 
how they were drawn and written notes and the choice of words in documentation contain explicit and tacit references 
to how they and their underpinning work was done. The same applies to notes, memos and paper drafts that often 
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contain cues of the process that led to final publications, products and outcomes (Latour, 1992; MacLeod & Nersessian, 
2016).

Third, the (3) manual and semi-automatic making of paradata (or paradata-like-data) is already a part of certain 
research and data curation processes. Examples of such practices are, for instance, anthropological and archaeological 
field documentation, which is generally expected to contain information on both findings and the investigation process 
(e.g. Gustafsson & Magnusson Staaf, 2001; Huvila, 2011; Rytter et al., 2020; Marsh et al., 2020). Keeping notebooks is 
typical also in laboratory sciences (Klokmose & Zander, 2010) and increasingly in data-intensive research (Wofford 
et al., 2020; Graham, 2017). Even if articulating (Carr, 2005; Fook et al., 1997) and sharing (Hinds & Pfeffer, 2003) 
procedural expertise is difficult, people do not necessarily know why and how they know what they know (Bouwman et 
al., 1987), and the accuracy and reliability of explicit descriptions of work and research processes and their usefulness 
in facilitating data reuse have been questioned (e.g. Schloen, 2001; Button & Harper, 1996), it would be too hasty to 
belittle their value as paradata, especially when used in combination with other information (e.g. Henninger, 2018; 
Power et al., 2017). Rather than their quality and usefulness as such, their apparent major shortcoming is the time and 
resources required to produce meticulous documentation.

It is obvious that these brief examples of where paradata can be acquired during and after data creation provide 
only a small glimpse of all possible sources of such information. To this end, more evidence-based research is needed. In 
parallel, it is apparent that neither purposefully generated nor coincidental evidence alone provides a comprehensive 
understanding of data creation, curation and use. In some respects, there is a dire need for more information but 
especially for a better understanding of what information is already and first then, and in addition to what Huggett 
(2012) suggested already some time ago, deciding what else needs to be documented, and how it can be done.

8  Working with paradata
In the pursuit of a comprehensive—if not complete—body of paradata through using available sources and complementing 
them with new information, the two critical questions are what would be applicable means to produce useful paradata, 

Figure 2: Sources of paradata in the process of data creation and (re)use (data flow in black, paradata flow in red colour).
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and what makes paradata useful for its different conceivable users. The mere fact that a lot of information on data 
creation, curation and use is available and preserved does not mean that the current practices of paradata production 
are necessarily appropriate for the task or that the resulting paradata would be easy to digest and exploit. The same 
applies to the practices of curating and using paradata.

9  Making useful paradata
As in general with all documentation work (Huggett, 2012), finding a workable way forward to produce useful paradata 
calls for recognising its value and incorporating its capturing and preservation as a taken-for-granted part of everyday 
(work) practices of both data creators, curators and users. Partly, it is important for everyone to improve and develop 
the current understanding of what paradata is, where it can be found, how it can be best captured and what means 
are best suited to represent particular types of paradata. Partly, as with provenance metadata in sciences (cf. Davidson 
& Freire, 2008), it is necessary to connect different types of information that qualifies as and contributes to paradata 
originating from diverse sources and make them comprehensible and usable for its intended users. As West and 
Sinibaldi (2013) observe, different sources and mechanisms of processing data and generating paradata have their 
distinct advances but also their respective sources of errors and omissions. Combining paradata from different sources 
is especially crucial with digital data, which is intricately embedded with the infrastructure that carries them and 
makes it difficult to distinguish digital services, data-carrying documents and their contents. In contrast to suggestions 
that by definition, all paradata can be collected automatically (Drachsler et al., 2012), a comprehensive understanding 
of the underpinnings of data requires a much more complex body of evidence (Huggett, 2012; Gant & Reilly, 2017) than 
limiting it to the tracking of the curatorial provenance of datasets within specific digital information infrastructures (cf. 
Mannheimer et al., 2014). At the same time, however, there is no reason to disparage the significance of the possibility 
of capturing automatically some of the required information or that some paradata can already be found as a part of 
other metadata and the data itself.

A parallel obvious possibility to automatic paradata generation is to develop current note-taking and documentation 
practices in such contexts (e.g. fieldwork, laboratories) where paradata-like-data is already produced. In archaeology, 
the use of videos, diaries and the introduction of ’daily sketches’ at Çatalhöyük (Berggren et al., 2015) serves as an 
example of some of these possibilities – even if some of them would be unattainable for many less well-resourced 
research projects. Similar examples of creative use of field notes, diaries and summaries and development of new digital 
tools and genres can also be found in many other disciplines from laboratory work to industrial research (Schöpfel, 2019; 
Randles et al., 2017; Bowker, 1994). Data provenance research has suggested automated and semi-automated means of 
automatic and non-invasive real-time (e.g. Curcin, 2016; Pinheiro et al., 2013) and post-hoc tracking the movements 
of data implemented by, for instance, dynamic instrumentation (Stamatogiannakis et al., 2015) and citation analysis 
(Geser & Selhofer, 2015). Recent studies have also shown that it is possible to conduct text-mining on free-form field 
notes to extract information from them (Power et al., 2017). It is plausible that to a certain extent, similar approaches 
can be useful in extracting paradata.

Further, as noted earlier, data tends to include pieces of information that contain or can be useful in creating 
paradata. Even if the limitations of post-hoc extraction of evidence come with multiple limitations all too well-known to 
everyone who has ever conducted historical research, developing techniques and approaches for close reading of data 
can help to disclose more implicit evidence of how it came into being. There are many examples (incl. Star & Griesemer, 
1989; Bowker, 1994; Pickering, 1995, see also e.g. Giulierini et al., 2020) demonstrating that it is not especially far 
fetched to suggest that approaches similar to those used by codicologists, palaeographers and art historians can be 
applied to research documentation as well. Here the key actors are data curators and future users of data as facilitators 
and performers of this work. Henninger (2018) has demonstrated by combining different datasets documenting the 
same project (in her case, archaeological excavation finds) that it is possible to find evidence on how researchers are 
reasoning in the field. Similarly, the automatically captured information on time and location of when and where 
measurements and photographs have been taken can be useful as a starting point in tracing when and where significant 
intellectual decisions and choices have been made. The imprints of tools in visual documents (Gant & Reilly, 2017) is 
another comparable source of information. The traces of, for example, how an ethnologist has moved her pen when 
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drawing a sketch, an archaeologist has used a trowel to clean a surface, a historian has read a text or an art historian 
directed her attention to different features of a painting are informative of the intellectual processes of how the studied 
object was conceptualised.

Similarly to other approaches of acquiring paradata, there are opportunities to advance the explicit documentation 
of on-going work. A lot of work could be done to incentivise explicit ’articulation work’ (Suchman, 1996) i.e. 
documentation of work processes in data curation and reuse especially for and within research fields whenever there 
is a reason to consider that their meticulous documentation is relevant. Similarly, because the documentation of work 
practices, both in research and generally, is seldom considered a priority (Raghu & Vinze, 2007; Stenmark, 2000) and 
often means to an end (new knowledge) rather than the main task of those who are expected to produce such records, 
it would be important to decide when such documentation is not worthwhile. Moreover, there is undoubtedly room 
for developing increasingly rigorous means and approaches to documentation and taking notes. For instance, there is 
a clear lack of intuitive and unobtrusive tools for collecting structured paradata according to events (e.g. D’Andrea & 
Fernie, 2013; Niccolucci et al., 2013), workflow (Davidson & Freire, 2008), and argumentation (Vatanen, 2004) based 
models of documenting activities. A closer consideration of matching documentation approach with the objects being 
documented (Vatanen, 2003), what Ben-David has recently called a ’’structural fit’ between medium and method’ 
(Brügger et al., 2019), would be equally important. Finally, there are also undoubtedly a lot of opportunities to develop 
new and existing types of ’documents’ for capturing and representing paradata. For example, digital 3D models have 
been proposed as a “holistic instrument of describing, recording and disseminating” (Hauck & Kuroczyński, 2015) 
objects of scholarly interest. This would mean conceiving them as capable of incorporating a comprehensive set of meta 
and paradata within the object itself. 

What a brief walk-through of various thinkable approaches to conceiving, capturing and creating paradata shows 
is, however, that similarly to how the representation of paradata is probably less a problem than figuring out what it 
might be, the most crucial question concerning the making of paradata is to advance the understanding of what means 
are usable and useful in particular contexts of data creation and use. There are many possibilities but it is not evident 
that they are always feasible or lead to meaningful paradata in every conceivable context and situation. 

10  Making paradata useful
In addition to the need to develop means how to capture and document as useful paradata as possible, also the current 
understanding of its use has limitations to an extent that it is equally crucial to put a serious effort in elaborating the 
premises of what makes paradata useful. This is a task for (para)data creators but also for data curators and reusers 
to consider. At the present, as West and Sinibaldi (2013) note in the context of survey research, the quality of existing 
paradata varies a lot and it is not always very useful. A close reading of earlier literature prompts to suggest at least 
three different ways forward: 
1.	 Formal paradata is good for computers while the best paradata does not necessarily look like ’data’ at all for its 

human users; 
2.	 Documentation and documented processes need to align with each other not least because they shape each other; 
3.	 Useful documentation needs to consider the scholarship in its complete complexity; 
4.	 Be comprehensive as the usefulness and eventual uses of paradata are likely to be impossible to anticipate. 

Considering the first bullet point and what researchers and other users of data do, the customary approach to try 
to understand the context and use of data tends to be, if available, to turn to textual documentation (Huggett, 2016; 
Faniel et al., 2013). There is currently little evidence of how different forms of structured paradata would eventually 
be consumed and how they would work in practice. As Huggett (2016) suggests for metadata, it is not very far-fetched 
to suggest that the principal value of structured paradata is in its machine-readability by computational tools rather 
than in being directly usable or useful for human beings. This might suggest that in many cases the best paradata is 
not ’data’ at all in any conventional sense of describing and understanding what qualifies as data. Partly, information 
that functions as paradata can be features and choice of words that only an experienced insider of a specific research 
community can half-intuitively interpret. Partly, useful information can be embedded in unstructured narratives, or in 
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relations and patterns in the data itself that can be accessible only through computational analysis. At the same time, 
however, studies of data provenance suggest that human readers have found specific types of structured paradata 
useful in their work (e.g. Asuncion, 2013). Data provenance research demonstrates further the possibility to utilise 
dedicated computational data analysis and visualisation tools for enquiring into (para)data (e.g. De Oliveira et al., 
2015; Curcin, 2016), (re-)generating human-readable accounts of structured paradata (e.g. Gratzl et al., 2016), and in 
some cases, even reproduce workflows (Ludaescher et al., 2013). However, as a whole, a reasonable premise is that 
all findable, accessible, interoperable and reusable (cf. FAIR, 2016) (para)data should, can and need not be—at least 
directly—at the same time both human and machine-readable.

When considering the usefulness of paradata and the second bullet point, an important question is how the 
documentation supports and fits into the practices and procedures of how researchers conduct their work as a whole. 
Capturing and documenting paradata is after all, to a significant degree a social and organisational rather than a 
mere technical issue. In addition to an imminent risk of producing relevant data that is still lacking pertinence, the 
producing and using—and the mere availability—of paradata is likely to affect scholarly work in many unanticipated 
and intricate senses beyond providing a better understanding of the processual origins of a specific pile of legacy 
data. The literature does not lack examples of how the infrastructures of scholarly information (Huggett, 2016) and 
practices of documenting science (Bowker, 2005) from pro-forma context sheets in field sciences (e.g. Yarrow et al., 
2008; Lucas, 2001; Star & Griesemer, 1989) to notebooks (Holmes et al., 2003; Kanza, 2018) in laboratory work have 
shaped researchers’ work for both good and bad.

Considering the third bullet point, while some of the relative (in)compatibilities between paradata and their uses 
might go unnoticed, it is likely that many of them do not. Researchers tend to be happy when they have a considerable 
degree of freedom to organise and manage their information as they themselves find relevant. In contrast, an external 
mandate is often found problematic not only in principle but also in practice (e.g. Kanza, 2018; Huvila, 2012). As 
Turner puts it when discussing the issue regarding visual cultural heritage information, “[a]t present, these are just 
technological solutions allowing a method for storing and connecting with the extra data/information that will be 
required. A true solution to these issues requires an understanding of the complete system, including the human visual 
system, the researchers’ wishes and interpretation, as well as the users’ wishes” (Turner, 2012, p. 142). The experienced 
lack of comprehensive consideration and understanding of the complete sociotechnical and socio-material system 
composed of not only technologies but also of human actors described by Turner is not specific to visualisations but is 
common to scientific and scholarly work at large. 

Considering the fourth bullet point, the question of producing, preserving and providing useful paradata is not only 
about avoiding unwanted side effects and catering for explicit wishes but also helping with implicit, unarticulated and 
unknown needs. As information science research demonstrated already decades ago, users do not (necessarily) know 
very well what information they really need to succeed in their pursuits (Frické, 2012). As all data on data (Mayernik & 
Acker, 2018), also paradata is a phenomenon that is embedded in infrastructures as a necessary substrate that makes 
them work. Therefore, it is possible that the usefulness of paradata is not only and primarily in how it can address the 
immediate and explicit needs of its individual users but in providing a broad and comprehensive enough understanding 
of the origins of the data it describes. 

Finally, the fifth bullet point directs attention to that in addition to capturing and creating paradata, a crucial part 
of the process of making paradata useful is the presence of adequate curation and management procedures. While the 
making and identification of paradata is largely a task for data creators and reusers, the curation and management is 
primarily a task for data curators and stewards. The management would be in the best case not only administering and 
keeping it but active facilitation of its reuse and perhaps the development of scholarly data editions comprising of data 
and contextual information—including paradata—for diverse purposes. As these purposes vary and change, this work 
does not end but needs to be followed in the continuum of research data (cf. records continuum, McKemmish, 2016) 
where its relevance and usefulness is pluralised again and again.
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11  Why better paradata matters?
Even if the documentation of data creation, curation and use undoubtedly has certain intrinsic value, paradata 
matters primarily due to its implications across academic and professional practice, and theory. Process information 
on how research data is created, curated and used helps discipline-specific research but especially work that traverses 
disciplinary boundaries in multiple senses summarised in Figure 3.

Figure 3: Why paradata matters.

First, a better grasp of data creation, curation and use practices and how they can be captured provides new knowledge 
and perspectives to how data has been, is and can be (re-)used (Geser & Niccolucci, 2016, see also Harrison et al., 
2017). It provides keys to understanding how data (re)use could, and according to its different stakeholders, should 
be supported (Aloia et al., 2017) and how to facilitate sharing of data by describing how the data has been used earlier 
by others. When relevant, similarly to provenance information (Missier, 2016), paradata can also contribute to the 
reproducibility of scientific and scholarly processes by disclosing how earlier work on the data has been performed. 
The literature on the applications of paradata in survey research provides perhaps the most explicit examples of the 
practical benefits of identifying, collecting and keeping paradata for understanding data collection practices and 
evaluating and reusing data (examples e.g. in Edwards et al., 2017).

Second, better paradata holds a promise to open perspectives to the contextualities of research data (cf. Harrison 
et al., 2017), disciplinary differences, and benefit disciplinary and cross-disciplinary use of research materials. As Geser 
and Niccolucci (2016) note, while the general principles of providing open access to research data are not specific to 
individual disciplines, there are disciplinary conditions that have to be taken into account. Closer scrutiny of paradata 
helps to make explicit what Geser and Niccolucci (2016, p. 54) describe as ‘the ways research data are being generated, 
used and published’. It can also help to foster a common ground they ask for the integration of research infrastructures 
by making visible and increasing understanding of unique characteristics of scholarly work in different disciplines. As 
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such it can also help to provide a basis for comparisons and collaborations in a broad interdisciplinary context (urged 
e.g. by Lambourne et al., 2014; Harrison et al., 2017) within and beyond humanities and social sciences. 

Third, a proper understanding and documentation of paradata is also a central premise for the successful 
implementation of current visions of open science (e.g. Beck & Neylon, 2012; Mendez et al., 2020) and the contemporary 
open data policies (e.g. DCC, 2017). Moreover, as noted earlier, paradata is a key constituent in the process of opening 
research data in the broad intra- and cross-disciplinary knowledge ecosystem in the sense of making it not only 
available but also intelligible (cf. Bruseker et al., 2017b). The proliferation of poorly documented data and inadequate 
understanding of how to document it properly not only impedes sharing and reusing data but makes it difficult for 
researchers to see the advantages of open scholarship. Better paradata provides much-needed ‘context’ (as in Meyers, 
1993) to data and can shed light on “dark data” (Geser & Niccolucci, 2016) that is difficult to find and access.

Fourth and finally, especially for science and information studies research, paradata can help to provide new 
understanding of scholarly knowledge production and in a broader sense, how scholarship is achieved in terms of a 
’socio-techno-informational’ (Eriksson-Backa et al., 2021) practice. It links to the research agenda advocated by Dallas 
(2015) to conduct in-depth research on research practices and methods, and to devise and develop curation linked to 
existing pervasive digital infrastructures from the premises of how research works in specific domains, disciplinary 
and cross-disciplinary contexts. Even if such a perspective that essentially looks research from outside might appear 
as somewhat peripheral from the point of view of the research field under scrutiny, it can contribute to the much-
wanted evidence-based self-understanding of both established research practices and their implications, and perhaps, 
especially to the development of new and emerging cross- and sub-disciplinary constellations (cf. e.g. Luhmann & 
Burghardt, 2022; Malazita et al., 2020) including those emerging from and within digital humanities and social sciences.

12  Conclusions
Without proper documentation of the human processes of creating, understanding and interpreting data objects, there 
is a risk of creating and archiving large collections of data that are incapable of supporting research and other types of 
reuse, and even worse, leading researchers and others to work and conduct research on faulty premises and drawing 
erroneous conclusions on data that has been created under incompatible bases.

Even if the importance of understanding the social and intellectual premises of data infrastructures, including 
digital archives and libraries, has been acknowledged for some time as a necessary premise of their sustainability and 
usefulness, this article posits that there is a serious lack of 1) systematic understanding of how researchers work when 
they are creating information and data, and 2) practicable measures of capturing and documenting this work that 
would provide enough context for the forthcoming users of the data and not too cumbersome and vague for the data 
creators, curators and users to understand and use as a part of their daily work. Much work has been done to develop 
and implement automated methods for tracing movements and transformations of provenance data in digital systems 
(Missier, 2016; Malik et al., 2010; da Cruz et al., 2011) but what appears to be missing, is a comprehensive understanding 
of the processes of creation and use in the larger sociotechnical or socio-techno-informational context that goes beyond 
tracing digital workflows and the transformations and movements of data in digital repositories.

As it seems, a major obstacle – perhaps the most critical one at the moment – to solving the issue of capturing 
and preserving relevant paradata is, firstly, finding ways to cope with the different needs of different data users 
have in different contexts and situations. In this respect, an equally critical question to having enough of it is how 
to avoid having too much paradata and being as creative as possible in identifying and extracting information with 
the potential to function as paradata in already existing documentation and the data itself rather than engaging in 
large-scale production of new (para)data. Similarly to research data, also paradata and the understanding of data 
creation, curation and use are still first and foremost instrumental to the principal rationale of scientific and scholarly 
work of creating new knowledge. Therefore, secondly, there is a dire need for methods of collecting existing and easily 
capturable information rather manually creating paradata. Hoarding and keeping paradata for its own sake is as 
counter-productive as failing to collect and retain enough of it. The gravity of the problem has become especially evident 
with the proliferation of data-intensive research and big data analysis even if, as a whole, the need to understand data-
related processes is equally crucial to the success of small-scale scholarship, conventional interpretative studies and 
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practice-oriented knowledge transfer to the society. The problem is wicked in the sense that it is difficult to pin down, 
there are no clear limits to the amount of information to capture, the correctness of solutions is difficult to establish, and 
situatedness of information needs makes the problem and solutions similarly situated. In practice, different users and 
uses of data and collections need to be taken properly into account when describing processes rather than assuming 
that descriptions are stable in time and space. At the same time, even if the risk of not being able to provide a blanket 
solution to the problem is high, the potential payback of making a fair effort to develop a better understanding of how 
to capture and document paradata is high in the context of all research relying on the use of secondary data. 
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